Homework 6

[ 100 points - due by 11:59 pm, Sunday, March 26, 2017 ] *(the Sunday a week after Spring break…)*

Submit these files to the CS submission system at the usual place by 11:59. You may work on your own or with 1-2 partners on the programming portions of this assignment. (The reading/response is individual only.) Groups larger than 3, please split into smaller groups! Remember that partners need to work in the same physical location, share composition time equally (or each compose on their own machines) and be fully equal owners and producers of their work. *Have fun treeing (and foresting)!*  [cs35 homepage](https://www.cs.hmc.edu/~dodds/cs35/)

**Downloads**

There's one (zipped) starter file to download -- grab it at the start of class & follow along:

* [The zip file, hw6.zip, to start this week's problems…](https://drive.google.com/open?id=0BwPWh-3AmiLxUXhnemNqLVhEeE0) [[ updated ]]

Deprecated import in hw6pr1.py: Line 21-22 should now be:

from gensim.models import KeyedVectors

m = KeyedVectors.load\_word2vec\_format(file\_name, binary=False)

As a result, comments in lines 24-28 are no longer accurate

**Submission**

**Overview** Please submit an archive named **hw6.zip** with the starter-files' filenames:

**hw6pr1.py** [**lab** problem #1] asks you to make sure the NLTK and TextBlob libraries are installed, to view a

short TextBlob tutorial, and to experiment with an "odd-one-out" algorithm with word2vec and matplotlib.

**hw6pr2.py** [**lab** problem #2] This problem asks you to use word2vec to create an analogy-checker and an

analogy-solver….

**hw6pr3.py** This problem combines word2vec's wordnetwork wtih TextBlob's part-of-speech and "lemmatizing"

to create one function that can paraphrase/reword a given sentence and another that can paraphrase an entire file

**hw6pr4.py** This problem asks you to classify movie reviews as positive or negative -- by designing a

combination of features from TextBlob's and NLTK's and word2vec's capabilities.

**hw6pr5.py** On a similar note, use a regressor to predict Amazon product reviews.

As usual, submit your reading response in its own spot at the [submission site](http://cicero.cs.hmc.edu/).

As always, extra-credit is available for posting code and a write-up of any one of these problems to your GitHub repository (be sure to let us know you've done this -- and provide a direct link)

**Problem 0**: Sentiment analysis through trees? [5 pts]

This homework's problem 0 is more *browsing* than *reading*... . Head to the [Stanford's Sentiment Analysis page](http://nlp.stanford.edu/sentiment/index.html) and read over the two summaries at left: *Deeply Moving...* and *Recursive Deep Models…* . Both refer to a sentiment-analysis project that builds trees out of sentences (from movie reviews) and then propagates positive or negative sentiment based on human-labeled examples (there are over 9,000 example trees in their database).

Then, try it out! Find a movie that you loved (or hated) and find (or write!) a part of a review of that movie. Go to the live demo page and paste in a few sentences from that review. The system will analyze the results. Finally, reflect on how the system does: do you agree with the sentiment estimated by the site? Find at least one piece of a sentence's parse tree that you agree with and one you don't, and note those in your response. Hover over particular words to get more information about them relative to the movie-sentiment model. Broadly speaking, reflect on how well or poorly such an approach might scale to assessing emotions *other than* positive/negative sentiments, e.g., anger, disappointment, determination, etc. As with each week's reading, responses should carefully considered, but need not be very long: a 4-5 sentence paragraph is wonderful.

**[Lab problem 1] Problem 1: One of these is not like the others...**

[25 pts; setup, lab walkthrough, and trying out word2vec]

* This problem asks you to run/alter the code in the **hw6pr1.py** file.
* [**Overall goals/tasks**] In this problem, you will compare sets of words in two ways:
  + Ussing word2vec’s **doesnt\_belong** to see which it thinks is *least* like the others
  + By using **matplotlib** to plot the words in a lower-dimensional (2d) space
  + Transforming large vectors of data into a lower-dimensional space is the heart of word2vec, deep learning, and feature engineering in general...
* [**Part 1**] Set up/**installing** libraries:
  + This week's assignment will use at least three libraries:
    - [NLTK](http://www.nltk.org/), the natural language toolkit, a large, widely-used library for natural language processing - this is included with Anaconda Python
    - The [gensim](https://radimrehurek.com/gensim/) library for word2vec
    - the [TextBlob](https://textblob.readthedocs.io/en/dev/) library for part-of-speech tagging, "lemmatizing," tokenizing, etc.
  + Install gensim with **conda install gensim** at the command-line
  + Install TextBlob by … (instructions follow)
  + Determining where conda via **which conda** (Mac) or **where conda** (Win)
  + Find the path to conda, e.g., mine were
    - **//anaconda/bin/conda** on the Mac
    - **C:\users\zdodds\Anaconda3\Scripts\conda.exe** on Windows
  + *Using that path without the* **conda***, run*  **PATH/pip install -U textblob** 
    - That is, for me, **//anaconda/bin/pip install -U textblob**
    - Or, on Win, **C:\users\zdodds\Anaconda3\Scripts\pip install -U textblob**
    - Your path will likely be different, to be sure!
    - By the way, **pip**  is an installation toolset for Python
  + Then, install the models and libraries with
    - **<PATH>python -m textblob.download\_corpora lite**
    - Again, for me, **<PATH>** was **//anaconda/bin/**
    - Or **C:\users\zdodds\Anaconda3\** (no **\Scripts** this time)
  + Phew!
* [**Part 2**] Try the libraries!
  + Make sure hw6pr1.py's functions run for you… this will check the install of the libraries… One reason hw6.zip was so large is that it contains the big word2vec model named **word2vec\_model.txt**. This has 300 numbers representing each of 43,981 words. Be sure that file stays in the same location as hw6pr1.py.
  + Try the four functions in the file - read them over and make sure you have a sense for what they're doing...
    - **m = read\_word2vec\_model()** This will read the word2vec model into  **m**
    - **most\_similar\_example(m)**  to show off **most\_similar**
    - **doesnt\_match\_example(m)**  to show off **doesnt\_match**
    - **textblob\_examples()**  to show off various language-processing functions
  + When those work (perhaps with juggling the libraries), go through the TextBlob introduction here:
    - <https://textblob.readthedocs.io/en/dev/quickstart.html>
  + It's quite short and to the point -- and has lots of things that are fun:
    - Tags (parts of speech)
    - Words and sentences (tokenizing)
    - Word stems (lemmatizing)
    - Singulars, plurals,
    - Definitions, Translations, etc.
* [**Part 3**] Try out PCA and **doesnt\_match** to experiment with word-outliers
  + The function visualize\_wordvecs is further down in the file… It shows off
    - PCA is a dimensionality-reduction approach that finds the "best" dimensions in a smaller space in which to represent data. It's explained well [at this site](http://setosa.io/ev/principal-component-analysis/).
    - The reduction from 200 dimensions to 2 dimensions with PCA (principal components analysis) Here's an example plot of a four-word wordlist. It chooses cereal as the outlier:

![Screen Shot 2017-03-06 at 4.10.54 PM.png](data:image/png;base64,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)

* + - Also, it uses **doesnt\_match** to find outliers from a list of words
  + **Your tasks** are to
    - Find two lists of four-or-more words (all in the model) where visualize\_wordvecs does a \_good\_ job of identifying an outlier - note them and the results there in the file.
    - Find two lists of four-or-more words (all in the model) where it's possible to see that visualize\_wordvecs has \_missed\_ the outlier (in some sense - you choose) Note these and the results there in the file, as well.
* [**Extra**] There is an example of a 3d PCA (using the iris data) at the bottom of the file. For extra-credit, adapt the word2vec's PCA to three dimensions, add labels, and show a word list that has outliers in each of two different dimensions! Include a screenshot and/or an image of your 3d words!

**[Lab problem 2] Problem 2: Analogies with word2vec...**

[25 pts; showing the central capabilities of word2vec] - can also be done in a *second lab...*

* This problem asks you to run/write code in the file **hw6pr2.py**
* [**Overall goals/tasks**] In class, we saw an example that, in part, helped word2vec create such traction: the example of “king - man + woman = queen.” For this problem, you will write a function to see how well word2vec does on *other* analogies, and then you will test it out on some analogies of your own devising.
* First, test out and read over the two helper functions at the top of the file. One checks if all of the words in a list are in the model provided. The other shows how to call word2vec's **most\_similar** function.
* Write a function generate\_analogy(word1, word2, word3, model) This function should ask word2vec to solve the analogy  
   word1:word :: word3:?  
  using the word2vec model *model*. It should do this by returning the *best* out of the list of the 100-best results for the appropriate call to **most\_similar** Here, you'll need to adapt the “king - man + woman = queen” example.
* Find two analogies beyond those from class where this works well -- and two where it doesn't work well -- and be sure to include those in your file (in the comment portion at the bottom of the file)
* Next, Write a function check\_analogy(word1, word2, word3, word4, model) This function should ask word2vec to grade or check the analogy  
   word1:word :: word3:word4  
  again using the word2vec model *model*. It should do this by returning a score based on where (or if) word4 appears in the appropriate call to **most\_similar** Specifically,
* It should determine where word4 appears in the top 100 (use topn=100) most-similar words
* If it \_doens't\_ appear in the top-100, it should give a score of 0
* If it \_does\_ appear, it should give a score between 1 and 100: the distance from the \_far\_ end of the list. Thus, a score of 100 means a perfect score. A score of 1 means that word4 was the 100th in the list (index 99) Try it out:
  + check\_analogy( "man", "king", "woman", "queen", m ) -> 100
  + check\_analogy( "woman", "man", "bicycle", "fish", m ) -> 0
  + check\_analogy( "woman", "man", "bicycle", "pedestrian", m ) -> 96
* To wrap up, create at least five analogies that perform at a variety of levels of "goodness" based on the check\_analogy scoring criterion -- share those (and any additional analysis) with us there in your file!

**Problem 3: Automatic rewording: *the paraphraser***

[50 pts; EC for anything above and beyond!]

* This problem asks you to run/write code in the file **hw6pr3.py**
* In this problem, you will use word2vec to automatically replace words with “similar” words. A very naive starting function is already provided…

(1) **Try** paraphrase\_sentence as it stands (it's quite bad...) E.g.,

**Try**: paraphrase\_sentence("Don't stop thinking about tomorrow!", m)

**Result**: ['Did', "n't", 'stopped', 'Thinking', 'just', 'tonight']

First, **change this** so that it returns (not prints) a string (the paraphrased sentence),

rather than the starter code it currently has (it prints a list) Thus, after the change:

**Try**: paraphrase\_sentence("Don't stop thinking about tomorrow!", m)

**Result**: "Did n't stopped Thinking just tonight" (as a return value)

* But this function, paraphrase\_sentence is bad, in part, because words are close to variants of *themselves*, e.g.,

+ stop is close to stopped

+ thinking is close to Thinking

(2) So, your task is to **add at least three things** that improve this performance (though it will necessarily still be far from perfect!) Choose at least one of these two ideas to implement:

#1: Either check for a different-first-letter OR use lemmatize to check if two words have the same stem/root - and \_don't\_ use that one! Checking the first letters is a bit easier, since lemmatize requires a part of speech (which requires context…)

+ The idea is to go past the first entries of the similarity list if they're *too* similar

#2: Use part-of-speech tagging or some other linguistic/syntactic reasoning to ensure that the similar word chose could be the same part of speech...

Then, choose two more ideas that use NLTK, TextBlob, or Python strings -- either to guard against bad substitutions OR to create specific substitutions you'd like, e.g., just some ideas:

+ the replacement word can't have the same first letter as the original

+ the replacement word is as long as possible (up to some score cutoff)

+ the replacement word is as \_short\_ as possible (again, up to some score cutoff...)

+ replace things with their antonyms some or all of the time

+ use spelling correction or translation in TextBlob in some cool way

+ use as many words as possible with the letter 'z' in them!

+ don't use the letter 'e' at all…

Or any others paraphrasing-styles you might like to consider!

(3) Share at least 4 examples of input/output sentence pairs that your paraphraser creates -- be sure to include at least one "very successful" one and at least one "very unsuccessful" ones

(4) Create a function paraphrase\_file that opens a plain-text file, reads its contents, tokenizes it into sentences, paraphrases all of the sentences, and writes out a new file containing the full, paraphrased contents with the word paraphrased in its name, e.g.,

+ paraphrase\_file( "test.txt", model ) should write out a file named "test\_paraphrased.txt" with paraphrased contents...

(5) Be sure to include an example file, both the input and your paraphraser's output -- and make a comment on what you chose and how it did!

(**Optional EC**) For extra-credit (up to +5 pts or more)

[**+2**] write a function that takes in a sentence, converts it (by calling the function above) and then compares the sentiment score (the polarity and/or subjectivity) before and after the paraphrasing

[**+3** or more beyond this] create another function that tries to create the most-positive or most-negative or most-subjective or least-subjective -- be sure to describe what your function does and share a couple of examples of its input/output...

**Problem 4: Automating Metacritic (or Rotten Tomatoes):**

**Calculating Movie Review *Sentiment***

[50 pts; and, EC for anything above and beyond!]

* This problem asks you to run/write code in the file **hw6pr4.py**
* For this problem, you'll be building a classifier for how positive/negative movie reviews are -- similar in spirit to Stanford's [Sentiment Analysis Project](http://nlp.stanford.edu/sentiment/index.html)
* To get started, run these commands to download the sourcetexts (corpora) needed for thse two machine-learning NLP examples:
  + import nltk
  + nltk.download('names')
  + nltk.download('movie\_reviews')
  + nltk.download('opinion\_lexicon')
* From there, you should start with the [hw6pr4.py starter file](https://drive.google.com/open?id=0BwPWh-3AmiLxdFM0SjRncE44REE) and
  + (1) read over, try out, and get to understand the gender-based name-classifier that we went over on 3/20 as an example
  + (2) read over, try out, and then improve the movie-review classifier for which there's a start in that same hw6pr4.py file. The challenge is to get the best performance you can on the test set. But there are a couple of catches:
    - Like in the names example, you should be careful about how you use the test set; use only the devtest set for analysis, to avoid overfitting!
    - You should use at least one feature from the TextBlob library (there are lots there to try out, e.g, parts of speech, sentence lengths or number of sentences, sentiment and subjectivity scores from there!)
    - For this problem, there’s no a limit to the number of features you use -- but beware that if you use *too* many features, you may start to add features that are specific to nuances of the devtest set, which won’t necessarily generalize well to the test set.
    - For this problem, the starter code doesn’t give you a way to visualize the errors your classifier is making. (This is the TODO line near the bottom of the file). Since that will be an important part of coming up with new features, though, you should write a routine -- again, modeled from the name example -- that shows features of mislabeled reviews. You can look up any review with movie\_review.raw(fileid), as well.
    - Extra-credit create a *graphical* summary of the features and their relationship with the review sentiment, e.g., scatterplot the numerical results from some of your features and then use the color of each scatterplot point to indicate if it was a pos. review or a negative one.
    - Also, you might try other ML algorithms, e.g., random forests.
  + At the bottom of the file, reflect on what features you tried, what worked, what didn’t, and how your classifier worked overall, both on the devtest and test sets! (Be sure to randomize your results by changing/removing the "seed" value to the random number generator.)
  + Anything over 60% (on the test set) is solid and anything approaching 70% is excellent (I think 70% is our record so far…). If you enjoyed working on the challenge of NLP, you could certainly consider it for a final project option…
  + More on final projects next week. Good luck with hw#6!
* **Warning!** Be sure to include your hw6pr4.py in your hw6.zip file when you submit!

**Problem 5: Predicting Product Reviews**

[??? pts]

* This problem asks you to run/write code in the file **hw6pr5.py**

Download the starter file [hw6pr5.py](https://github.com/ScriptingBeyondCS/CS-35/tree/master/week_6) and [app\_reviews.json](https://github.com/ScriptingBeyondCS/CS-35/tree/master/week_6). For this problem, you'll be building a RandomForestRegressor to analyze Android app reviews. 7,500 app reviews are stored in the provided **app\_reviews.json** file. Open this now and examine the contents of each review. Your task is to use this data to create a model that predicts the overall rating of an app (1.0 - 5.0) based on the other aspects of the review.

* + - Like in the names example, you should be careful about how you use the test set; use only the devtest set for analysis, to avoid overfitting!
    - Try to get above a 0.45 score for the ***test data*** (0.54 is the highest we've seen)!
    - Print the percentage of scores for the test data that were within 1 star and 0.5 stars
    - Use TextBlob to analyze the 'reviewText' and 'summary' categories like in the previous problem. Using the opinion set from last problem is encouraged, but also use some words that may not be positive or negative in general, but have a connotation in the context of app reviews (such as "freeze" or "works").
    - Take advantage of the other data features as well!
    - In addition to manipulating features, you can use cross validation to determine the best depth and number of estimators for your RFRegressor.
    - *The top (10?) testing scores in the class will receive extra credit!*
    - At the bottom of the file, reflect on what features you tried, what worked, what didn’t, and how your classifier worked overall, both on the devtest and test sets! (Be sure to randomize your results by changing/removing the "seed" value to the random number generator.)
    - It is highly encouraged that you generate a visual representation (some kind of print statement or graph) of your error (**on devtest**) to analyze what features are useful

**Extra-credit: Showing off your results…**

[up to +5 pts extra-credit...]

* As with each week, you're invited to include both your source code and a short write-up of one of the week's problems within your GitHub repo(s). Images and other visuals, of course, are welcome. If you do this, let us know (and provide a direct link :-)